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The contribution of extensional faulting to seafloor spreading along the East Pacific Rise (EPR) axis near 3°S and between 13°N and 15°N is calculated using data on the displacement and length distributions of faults obtained from side scan sonar and bathymetric data. It is found that faulting may account for 1% to 10% of the total spreading rate, which is comparable to a previous estimate from the EPR near 19°S. Given the paucity of normal faulting earthquakes on the EPR axis, a maximum estimate of the seismic moment release shows that seismicity can account for only 1% of the strain due to faulting. This result leads us to conclude that most of the slip on active faults must be occurring by stable sliding.

Laboratory observations of the stability of frictional sliding show that increasing normal stress promotes unstable sliding, while increasing temperature promotes stable sliding. By applying a simple frictional model to mid-ocean ridge faults it is shown that at fast spreading ridges (>90 mm/yr) the seismic portion of a fault (W_s) is a small proportion of the total downdip width of the fault (W_f). The ratio W_s/W_f is interpreted as the seismic coupling coefficient χ, and in this case χ = 0. In contrast, at slow spreading rates (≤40 mm/yr), W_s/W_f, and therefore χ = 1, which is consistent with the occurrence of large-magnitude earthquakes (m_b = 5.0 to 6.0) occurring, for example, along the Mid-Atlantic Ridge axis.

INTRODUCTION

The use of high-resolution sonar mapping systems in the ocean basins has revealed a pervasive fabric of normal faults that dissect the seafloor at mid-ocean ridges [Edwards et al., 1991, Carbotte and Macdonald, 1990, Kong et al., 1988; Bicknell et al., 1987; Crane, 1987; Seale, 1984; Laughton and Searle, 1979; Macdonald and Awate, 1978; Macdonald and Lyendyk, 1977; Lonsdale, 1977; Lonsdale and Spiess, 1980; Klitgord and Mudie, 1974]. These faults develop in a narrow zone at the ridge axis in response to extension, and as seafloor spreading proceeds they become inactive and are preserved as irregular topography on the ridge flanks. The fossil fault population on the ridge flanks therefore represents the extensional strain achieved in the active tectonic zone.

The contribution of fault strain to plate separation at slow spreading ridges has been estimated by summing the seismic moments of normal faulting earthquakes occurring at the ridge axis [Solomon et al., 1988]. Solomon et al. calculated that seismic faulting could account for 10% to 20% of the total spreading rate for spreading rates ≤40 mm/yr. However, at fast spreading centers (>90 mm/yr) most of the earthquakes that have been detected occur in swarms of low magnitude events usually associated with hydrothermal circulation and/or magmatic intrusions [Riedesel et al., 1982; Macdonald and Mudie, 1974]. More recently Wilcock et al. [1992] documented microearthquake activity associated with faulting on the East Pacific Rise (EPR) but this activity is restricted to the region of the overlapping spreading center near 9°N. The spreading centers of the EPR are virtually aseismic above the teleseismic detection threshold which generally lies in the range m_b = 4.0-5.0 in this geographic area [Riedesel et al., 1982]. The teleseismic observations do not preclude seismicity occurring below this threshold, but large-magnitude earthquakes in this area are generally either strike-slip events along transform faults [e.g., Kawasaki et al., 1985] or intraplate events in young ocean lithosphere [Wiens and Stein, 1984]. However, although seismic deformation appears to make a negligible contribution to extension at fast spreading centers, the abundant scarp populations of normal faults seen on sonar images of the seafloor testify that faulting does play a significant role in the process of seafloor spreading and deformation of oceanic crust at all spreading rates [Rea, 1975; Searle, 1984; Macdonald and Lyendyk, 1985; Carbotte and Macdonald, 1990; Malinverno, 1991; Malinverno and Cowie, this issue].

The purpose of this paper is to calculate the extensional strain represented by the fault scarps preserved on the flanks of the EPR and to compare it with a hypothetical estimate of the seismic moment release rate assuming no limitation to earthquake detection. The strain estimates obtained from the fault population represent the total brittle strain, i.e., both seismic and aseismic. From these calculations we can therefore determine the ratio of seismic to aseismic deformation, which is a measure of the seismic coupling of the faults. Bicknell et al. [1987] estimated the percentage fault strain on the EPR at 19°S by adding up the displacement on faults imaged along a 110-km-long high-resolution ridge-perpendicular bathymetric profile. Bicknell et al. estimated a fault strain of 5.3% (4.2% on the Nazca plate; 6.4% on the Pacific plate). The method of summing fault displacements in a cross section assumes that all the faults extend to infinity along strike. While this assumption is valid for the case of perfect two-dimensional strain, which may seem a reasonable approximation for a mid-ocean ridge, a reliable strain estimate requires several lines to be measured and an average value to be determined. The approach used here, derived from the work of Kostrov [1974], does not rely on the assumption of two-dimensionality because it uses information on both the...
lengths and the displacements of all the faults. The total fault strain is the sum of the geometric moments of all the faults in a deformed volume, where geometric moment is the displacement on a fault multiplied by its surface area.

Summing the geometric moments for a large number of faults is simplified, in this study, by using a scaling relationship between the displacement on a fault and its length [Scholz and Cowie, 1990]. A displacement-length scaling relationship has already been demonstrated for faults in continental areas [Cowie and Scholz, 1992a]. This relationship is established near 3°S on the EPR by correlating faults scarps identified in a ridge-perpendicular bathymetric profile with a fault lineation map produced from side scan sonar images. The strain estimates depend on the completeness of the data set for small-scale faulting which is a function of the resolution of the mapping system used. We show here how the effect of limited system resolution can be estimated by using a functional form for the distribution of fault lengths and assuming the distribution can be extrapolated to sub-resolution-scale faulting. In this study, we have analyzed the length distributions of faults on the flanks of the EPR between 13°N and 15°N and near 3°S using data from side scan sonar images.

The disparity between the calculated fault strain and the seismic moment release on the EPR is discussed in the context of a frictional model for faults at mid-ocean ridges. The model is derived from laboratory observations of the stability of frictional sliding; a model similar to that presented here has already been considered for continental faults [Tse and Rice, 1986; Scholz, 1988a]. In this model, the portion of the fault that can slide unstably, and thus produce earthquakes, is determined by the position of frictional stability transitions which are controlled by the stress and thermal regimes at the ridge axis. The model predicts that slip on active normal faults at fast spreading ridges is occurring by stable, as opposed to stick-slip, sliding due to the high geothermal gradient. Stable sliding on faults may be associated with low-level seismicity, as it is along the creeping section of the San Andreas fault in central California, but in this case the seismicity represents a small proportion of the total slip occurring on the fault [Scholz, 1990, p. 312].

**STRAIN CALCULATION**

From Kostrov [1974] the amount of strain represented by a population of faults can be calculated using

\[ \epsilon = \frac{1}{2V} \sum_{k=1}^{N_f} [M_{ij}]_k \]

where \( N_f \) is the total number of faults in the population and \( V \) is the size of the faulted volume. \( M_{ij} \) is the geometric moment of each fault which is given by

\[ M_{ij} = M_0 (\delta n_j + n_i \delta_j) \]

where \( \delta \) is a unit vector which defines the sense of displacement on the fault, and \( n \) is a unit vector normal to the fault plane. \( M_0 \) is the magnitude of the geometric moment and is given by

\[ M_0 = d L W_f \]

where \( L \) is the mapped length of the fault trace, \( W_f \) is its downdip extent, and \( d \) is the displacement on the fault. The maximum depth of faulting, \( t \), is the depth of the transition from predominantly brittle deformation in the upper part of the crust to ductile deformation at greater depth. Large faults that break all the way through the brittle layer grow by increasing their length while their width \( W_f \) remains constant, i.e., \( W_f = \frac{t}{\sin(\theta)} \) (Figure 1). For small faults with lengths less than the dimension \( t \), the fault surface is approximately equidimensional so that \( W_f = L \). The size of the faulted volume \( V \) is given by

\[ V = A t \]
where $A$ is the areal extent of the faults used in the strain calculation. An upper estimate of the total strain is obtained if we assume $A = D L_{\text{max}}$, where $D$ is the width of the deformed region measured perpendicular to the ridge axis and $L_{\text{max}}$ is the length of the longest fault. This value for $A$ implies that at the scale of the largest fault the strain is two-dimensional (and just equal to the displacement on this fault normalized by $D$); faults shorter than $L_{\text{max}}$ contribute a strain scaled by the ratio $L/L_{\text{max}}$.

If, alternatively, we use $A$ equal to the size of survey area in equation (4), then the value of $A$ is arbitrary. In other words, in this latter case we are implicitly assuming that an increase in the extent of the survey would increase, by the same proportion, the numbers of faults of all sizes found in that area. This may be the case for shorter faults, but the largest faults, which represent most of the strain, will tend to be underrepresented (e.g., they might extend out of the area) unless the survey area increases in multiples of $L_{\text{max}}$. Consequently, using the survey area in the calculation will generally give a lower strain estimate. We calculate both upper ($A = D L_{\text{max}}$) and lower estimates ($A =$ survey area). If the faults dip at an angle $\theta$ (Figure 1), then for faults that dip away from the axis (outward facing faults) the vectors $\delta$ and $n$ are

$$n = (\sin (\theta), 0, \cos (\theta)), \quad (5a)$$

$$\delta = (\cos (\theta), 0, -\sin (\theta)),$$

while for faults that dip toward the axis (inward facing faults),

$$n = (-\sin (\theta), 0, \cos (\theta)), \quad (5b)$$

$$\delta = (-\cos (\theta), 0, -\sin (\theta)).$$

The only nonzero terms in equation (2) are $M_{xx}$ (ridge-perpendicular deformation) and $M_{zz}$ (crustal thickness changes). We assume that both inward and outward facing faults have the same dip and are parallel to the ridge axis. This assumption is clearly an oversimplification but there is insufficient data available to argue for systematic variations in $\theta$. For a fixed value of $\theta$, $M_{xx}$ and $M_{zz}$ are the same for both fault sets. From equation (1), the extensional strain $\varepsilon_{xx}$ perpendicular to the ridge crest, due to both inward and outward facing faults, is

$$\varepsilon_{xx} = \frac{\gamma}{A} \frac{\sum_{k=1}^{N_T} L_k}{t}$$

for large faults ($L \geq t$). For small faults ($L \leq t$), $\varepsilon_{xx}$ is

$$\varepsilon_{xx} = \frac{\gamma}{A} \frac{\sum_{k=1}^{N_T} (L_k)^2}{t}$$

Note that specifying the maximum depth of faulting, $t$, defines the limit of the large fault population and is necessary for calculating the contribution of small faults (equation (6b)).

Equations 6a and 6b may be reduced to summations of fault lengths alone if the relationship between the displacement on a fault, $d$, and its length $L$ is known. The usefulness of such a displacement-length scaling relationship is that the strain may then be calculated from information on fault lengths alone [Scholz and Cowie, 1990]. Cowie and Scholz [1992a, b] argued that for continental faults the relationship between the maximum displacement on a fault and its length is linear:

$$d = \gamma L$$

where $\gamma$ is a constant that depends on the rock type and the tectonic environment in which the faults form. Gillespie et al. [1992] argued that the relationship is nonlinear if many fault data sets from different regions and rock types are combined. The validity of a linear relationship given by equation (7) for normal faults on the EPR is investigated in this study and discussed in detail below.

If the distribution of fault lengths has a functional form, we can write $N(L_1, L_2)$ the number of faults of length between $L_1$ and $L_2$ as

$$N(L_1, L_2) = N_T \int_{L_1}^{L_2} f(L) \, dL$$

where $N_T$ is the total number of faults, and $f(L)$ is the probability density function of the fault lengths. In this case, the summation in equation (6) can be reduced to an integration that can be solved analytically. Although the integral method uses an idealized (e.g., best fit) length distribution, it has the advantage that the sensitivity of the strain calculation to the resolution limit of the data set can also be investigated. For example, substituting equations (7) and (8) into equation (6), the equivalent integral expressions are

$$\varepsilon_{xx} = \frac{\gamma}{A} \frac{\int_{L_{\text{max}}}^{L_{\text{max}}} f(L) \, dL}{t}$$

for large faults ($L_{\text{max}} > t$), and for small faults,

$$\varepsilon_{xx} = \frac{\gamma}{A} \frac{\int_{L_{\text{min}}}^{t} f(L) \, dL}{t}$$

where $L_{\text{max}}$ is the longest fault and $L_{\text{min}}$ is the shortest fault resolved in the data set. Using equation (9), we can investigate the sensitivity of our strain estimates to the value of $L_{\text{min}}$, as $L_{\text{min}}$ tends to zero.

**Fault Parameters**

*Length Distribution*

The lengths of faults were obtained from side scan sonar images collected on the EPR using the SeaMARC II mapping system between 13°N and 15°N [see Edwards et al., 1989, 1991] and the GLORIA (Geological LOng Range Inclined Asdic) mapping system near 3°S [see Searle, 1984]. The SeaMARC II device images the seafloor using 12 kHz sound waves and covers a 10-km-wide swath with an across-track resolution of 5 m [Blackinton et al., 1983]. By comparison, GLORIA is a lower-resolution system; the Mark II version operates at a frequency of about 6 kHz and covers a 10-km-wide swath with an across-track resolution of 30 m [Laughton, 1981; Tyce, 1986]. For the area between 13°N and 15°N the lengths were measured from a fault trace map at a scale of 1:200,000 using digital SeaMARC II images displayed at a 50-m pixel resolution. The fault length data for the area at 3°S on the EPR were compiled from analog GLORIA images at a scale of 1:270,000. In the fault length interpretation we took into consideration the fact that the SeaMARC II data were collected along survey lines oriented at 45° to the fault fabric.
whereas the GLORIA data were collected along fault-parallel survey lines. Oblique survey lines make lineation mapping across adjacent swaths more subjective and less sensitive to structural detail whereas fault-parallel lines highlight structural discontinuities in the fault traces. Moreover, the GLORIA survey imaged inward and outward facing fault populations separately. In the SeaMARC II interpretation we found that the longer faults actually consist of several segments and often the facing direction of segments can change along strike. Therefore in order to compare the two data sets, we recombined the inward and outward facing fault populations interpreted from the GLORIA images. We also applied a criterion that segments offset by $\leq 150$ m belong to the same fault system. Note that the resolution limit of the SeaMARC II swath images used for the analysis between $13^\circ$N and $15^\circ$N is about 140 m ($= (2/2)^{1/2}$ pixel size), so that offsets of this size or smaller cannot be easily resolved. This scale is also comparable to the size of discontinuities along normal faults mapped in Iceland [Gudmundsson, 1987a, b].

Figure 2a shows the cumulative distributions of fault lengths for the two study areas. Both distributions are best described by the function

$$N_L = N_T \exp (-\lambda L)$$

where $N_L$ is the number of faults with length $\geq L$ and $\lambda$ is the reciprocal of the mean fault length $<L>$. The slope of the best-fit straight line through the data plotted on log linear axes gives the value of $\lambda$, which is listed in Table 1. The probability density function corresponding to (10) is $f(L) = \lambda \exp (-\lambda L)$.

### Displacement-Length Coefficient $\gamma$

In general, the displacement profile along the trace of a fault can be described as bell-shaped or elliptical. The maximum value occurs toward the center of the profile. The displacement is fairly constant over at least the central third of the fault trace and then dies out to zero at the fault tips. A linear correlation between the displacement on a fault and its length has been demonstrated by Cowie and Scholz [1992a] for continental faults. They show that the ratio of maximum displacement to length (which is the parameter $\gamma$) ranges between approximately $5.0 \times 10^{-3}$ and $6.0 \times 10^{-2}$ depending on the tectonic setting and rock type in which the faults form [Cowie and Scholz, 1992b].

To construct the displacement-length scaling relationship for the faults near $3^\circ$S the lengths were measured directly from the GLORIA side scan images (see above). The fault displacements were determined by measuring fault scarp heights along a ridge-perpendicular bathymetric profile in the same area [taken from Lonsdale, 1977]. This profile was obtained using the high-resolution Scripps Institute deep-tow tool which has an effective vertical resolution of a few meters [Lonsdale, 1977; Kleinrock et al., 1992]. The scarps heights were converted to a displacement by assuming the dip of the faults ($45^\circ$ in this case). We also implicitly assumed in this conversion that the actual offset across the fault is reflected in the bathymetry, i.e., that sediment infilling adjacent to the fault may be neglected. The measurements were corrected to allow for the fact that the bathymetric line does not always intersect the fault where the displacement is at its maximum value. To do this we assumed that at a point $x$ from the mid-point of the fault trace the displacement is given by $d_{\text{max}} (1 - (x/L)^2)^{1/2}$. The values of the ratio $\gamma$ range from about $2.5 \times 10^{-3}$ to about $1.7 \times 10^{-2}$ with a mean value of $6.7 \times 10^{-3} \pm 2.0 \times 10^{-3}$. The scatter in the data shown in Figure 2b is typical of that observed in continental fault data sets, and Cowie and Scholz [1992a] attribute this variation to both the process of fault development and data collection procedures. S. M. Carbotte and K. C. MacDonald (Comparison of seafloor tectonic fabric at intermediate, fast, and ultrafast spreading ridges, submitted to Journal of Geophysical Research, 1993) found a value for $\gamma$ of $8.1 \times 10^{-3} \pm 0.8 \times 10^{-3}$ by correlating fault scarps observed along a deep-tow line published by Lonsdale and Spiess [1977] with SeaMARC II fault lineation mapping near $9^\circ$N on the EPR.

### Strain Estimates

Strain estimates have been calculated for the areas near $3^\circ$S and between $13^\circ$N and $15^\circ$N using both the summation expression (equation (6) with $d = \gamma L$) and the integration expression (equation (9)) using the parameters listed in Table...
TABLE 1. Summary of Fault Parameters and Strain Estimates

<table>
<thead>
<tr>
<th>Location</th>
<th>Spreading Rate mm/yr</th>
<th>$\lambda$/km</th>
<th>$L_{\text{max}}$/km</th>
<th>$L_{\text{surv}}$/km</th>
<th>$D$/km</th>
<th>Percent Strain</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>19°S EPR</td>
<td>160</td>
<td>90</td>
<td>4.2-6.4</td>
<td>sum-d</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3°S EPR</td>
<td>152</td>
<td>70</td>
<td>8.9</td>
<td>sum-d</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5°S EPR</td>
<td>0.12</td>
<td>45</td>
<td>70</td>
<td>3.4-5.2</td>
<td>int-L</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13°-15°N EPR</td>
<td>94</td>
<td>65</td>
<td>210</td>
<td>150</td>
<td>4.8-15.5</td>
<td>sum-L</td>
<td></td>
</tr>
<tr>
<td>37°N MAR</td>
<td>20</td>
<td>11-20</td>
<td>5.1-14.2</td>
<td>int-L</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Here $\lambda$ is the reciprocal mean fault length; $L_{\text{max}}$ is the maximum measured fault length; $L_{\text{surv}}$ is the length of the survey area measured parallel to the ridge axis; $D$ is the width of the survey area measured perpendicular to the ridge axis. In last column, "sum-d" means the strain was calculated by summing fault displacements along a bathymetric profile; "sum-L" means that the actual measured fault lengths were summed, i.e. $\sum L^2$; "int-L" means that the best fit length distribution (equation 10) was used to calculate the strain using equation (9) and assuming $L_{\text{min}} = 0$. The lower strain estimate in the range (column 7) corresponds to $A = DL_{\text{surv}}$; the largest value corresponds to $A = DL_{\text{max}}$. EPR is East Pacific Rise, and MAR is Mid-Atlantic Ridge.

* This is the best fit value.  
§ Values taken from Macdonald and Luyendyk [1977].  
† Values taken from Bicknell et al. [1987].

1. A fault dip $\theta = 45^\circ$ and a value for $\gamma$ of $6.7 \times 10^{-3}$ was assumed in all the calculations. Upper and lower estimates respectively were obtained depending on whether $A = DL_{\text{max}}$ or $A = DL_{\text{surv}}$, where $L_{\text{surv}}$ is the length of the survey area measured parallel to the faults. We use a value for $t$, the maximum depth to which faulting can occur, of 6 km. As previously mentioned, the value of $t$ effects the amount of strain attributed to faults with length less than or equal to $t$. The contribution of small faults to the total fault strain has been estimated and is shown in Figure 3. Figure 3 shows the percentage of total fault strain accounted for plotted against the value of $L_{\text{min}}$ for the parameters listed in Table 1, where $L_{\text{min}}$ is the smallest fault that can be resolved in the data set. As $L_{\text{min}}$ tends to zero the amount of fault strain accounted for approaches 100%. It is clear from Figure 3 that even if the data set is not complete for faults less than a few kilometers in length (i.e., $L \leq t$), these faults contribute a small proportion (<10%) of the total strain. Note that because the distribution of fault lengths is exponential (equation (10)) the strain converges more rapidly than it does for a power law distribution which characterizes continental fault populations [Scholz and Cowie, 1990; Walsh et al., 1991]. The difference between the curves plotted in Figure 3 reflects the difference in the value of $L_{\text{min}}$ in the two data sets. If $L_{\text{max}}$ is not much greater than $L_{\text{min}}$ then the rate of convergence of the strain estimate is slow, i.e., the strain estimate is more sensitive to the resolution limit.

From examination of equations (6) and (9) it is evident that the values of the parameters $\gamma$ and $\theta$ will have a significant effect on the magnitude of the strain estimate, yet these are also the parameters that are least well constrained. For example, if a fault dip of $60^\circ$ instead of $45^\circ$ is used, then the estimate of strain decreases by 30%. Similarly, a factor of 2 uncertainty in $\gamma$ introduces a factor of 2 uncertainty in the strain estimate.

In Table 1 the upper estimate of strain for the area near 3°S ranges from 5.0 to 5.2% which is slightly lower than the value (8.9%) obtained by summing displacements along the deep-tow bathymetric profile. The upper strain estimate for the region between 13°N and 15°N is 14.2-15.5%. Using the size of the survey area in the calculations provides lower estimates of 3.4 to 3.8% at 3°S and 4.8-5.1% at 13°-15°N. The mean values of these two extremes are: 4.4% at 3°S and 10% between 13°N and 15°N. There is a large variability in these results and the range includes the estimates of 4.2% and 6.4% obtained by Bicknell et al. [1987] for the area near 19°S. S. M. Carbotte and K. C. Macdonald (submitted manuscript, 1993) calculated a strain of 3.1% for the area between 8°30'N and 10°N on the EPR and 4.5% for the area between 18°S and 19°S using fault
data from SeaMARC II images for a fault dip of 45° and $\gamma = 8.1 \times 10^{-3}$. Note that Carbotte and Macdonald used the size of the survey area in these calculations so their results represent lower estimates.

Given the uncertainties in the calculation parameters, we can only conservatively conclude that brittle strain along the EPR axis is of the order of 5 to 10%, with a possible range from 3 to 15%. In contrast, the only measurement obtained directly from fault data at the slow spreading Mid-Atlantic Ridge (MAR) is in the range 10-20%. This measurement, from the MAR at 37°N where the spreading rate is 20 mm/yr, was made by Macdonald and Luyendyk [1977], who summed fault throws along a deep-tow bathymetric profile. This range for the MAR allows for a factor of 2 variation but, in comparison with the estimates along the EPR obtained here, our results suggest that the strain due to faulting is greater at slow spreading ridges. Malinverno and Cowie [this issue] reached a similar conclusion from a comparison of topographic roughness on the EPR and MAR assuming that all the roughness is due to faulting. An inverse relationship between fault strain and spreading rate can be argued, at least to first order, from the results of this study of the EPR: for spreading rates $\geq 150$ mm/yr, $\varepsilon_{xx} = 3.9\%$; for spreading rates $= 100$ mm/yr, $\varepsilon_{xx} = 5$-15%.

**SEISMICITY**

In this study we reexamined the Harvard Centroid Moment Tensor (CMT) catalogue and the Bulletin of the International Seismological Centre (ISC) for the region of the EPR between 20°S and 30°N. It is difficult to evaluate unequivocally the seismic activity in this area because of poor station control due to the remoteness of continental seismic networks. Furthermore, the CMT catalogue is restricted to only the largest earthquakes worldwide (usually $m_b \geq 5.0$) with good station control which occurred during the last 15 years or so. The CMT catalogue does have the advantage that it provides an estimate of the earthquake focal mechanism. CMT solutions in this region are primarily located on transform faults with focal mechanisms consistent with strike-slip motion. The ISC Bulletin indicates a number of additional earthquakes in the area during the last 30 years or so with magnitudes as low as $m_b = 3.5$ and which are scattered up to distances of a few hundred kilometers from the ridge axis. The magnitudes of these events are typically quite well constrained, particularly for the largest events ($\leq 0.2$ magnitude units), but the location deteriorates rapidly with decreasing magnitude. For example, according to the ISC Bulletin, for $m_b \geq 5.0$ the location error is of the order of only $\pm 5$ km, whereas for $4.5 \leq m_b \leq 5.0$ the error is about $\pm 20$ km and for $4.0 \leq m_b \leq 4.5$ it is about $\pm 50$ km. Wiens and Stein [1984] and Wyssen et al. [1991] identified a small number of large earthquakes ($m_b > 5.0$) in this area which they classified as intraplate due to their distance from the plate boundary. Otherwise, the largest ISC events approximately collocate with the CMT solutions in this area, i.e., on transform faults. The majority of the smaller events are located less than 150 km from a transform fault. Therefore, given the uncertainty in their locations, it is possible that many of the smaller events may also be transform fault earthquakes.

On-site seismic studies of fast spreading ridges (for example, the Galapagos ridge [Macdonald and Mudie, 1974] and the EPR at 21°N [Riedesel et al., 1982]) have found that the earthquake activity occurs in swarms of low-magnitude events ($m_b \leq 1.0$) more consistent with volcanic and hydrothermal activity than faulting. More recently, Wilcock et al. [1992] monitored microearthquakes at the overlapping spreading center near 9°N on the EPR. These workers interpreted the earthquakes they observed as normal faulting events. The average earthquake magnitude measured was about $m_b = 2.0-3.0$; however, all the events were restricted to the vicinity of the overlapping spreading center itself, and none of the earthquakes recorded were otherwise located on the rise axis.

The seismicity data from the EPR do not entirely preclude earthquake activity associated with normal faulting along the spreading centers if the magnitude level of the seismicity is below the teleseismic detection threshold. Consequently, it is of interest here to present the calculation of a hypothetical seismic moment release rate at the ridge axis assuming there are no restrictions imposed by detection capabilities. To obtain a maximum estimate we assume that the largest normal faulting event on the EPR that has occurred within the 30 year period of the ISC catalogue has a magnitude 5.0, i.e., equal to the detection threshold, and that the seismicity below this threshold is distributed according to the global moment-frequency distribution with a power law exponent $b$ equal to 0.6 (equivalent to the Gutenberg-Richter $b$ value equal to 1.0). An earthquake of magnitude 5.0 has a mean slip of a few centimeters, a source radius of the order of a few kilometers, and a seismic moment of about $1.0 \times 10^{17}$ N m. Integrating over the distribution of earthquakes, the total moment released by all the earthquakes is about 2 times that released by the largest earthquake [e.g., Wesnousky et al., 1983, equation 4]. Over a 30-year time period therefore the seismicity accounts for a moment release rate of about $3 \times 10^{15}$ (N m/yr). Seismic strain rate $\dot{\varepsilon}$ is related to moment release rate $M_o$ according to $\dot{\varepsilon} = M_o/(2\mu V)$, where $\mu$ is the shear modulus [e.g., Ekstrom and Engdahl, 1989]. The half width of the fault generation zone at the EPR axis is approximately 5 km (see Edwards et al., [1991] for discussion); the thickness of the crust is 6 km; 50 km is taken as the maximum fault length $L_{max}$; giving $V = 1500$ km$^3$. Therefore, if $\mu = 3.0 \times 10^{11}$ Nm$^2$ is used, the seismic strain rate is $4 \times 10^{-9}$ year$^{-1}$. At a half spreading rate of 50 mm/year, a fault may be active for about 100,000 years before it moves out of the fault generation zone. The total seismic moment released over this time period produces a strain of 0.04% which is 2 orders of magnitude less than the calculated total fault along the EPR (see Table 1). In order for the seismicity to account for a significantly larger strain while remaining below the teleseismic detection threshold, there would have to be a high level of microearthquake activity (e.g., a $B$ value close to 1.0) which has yet to be observed in ocean bottom seismic observations on mid-ocean ridges.

In contrast to the EPR, the CMT catalogue for the Mid-Atlantic Ridge shows many large-magnitude normal faulting events ($m_b = 5.0-6.0$) located on the spreading centers [Huang and Solomon, 1988]. By summing moments for earthquakes on slow spreading ridges, Solomon et al. [1988] showed that seismicity can account for 10-20% of the plate separation rate on slow spreading ridges. This is comparable to the estimates of fault strain calculated by Macdonald and Luyendyk [1977], using a deep-tow bathymetric profile across the MAR near 37°N, and by Malinverno and Cowie [this issue] from seafloor...
topographic roughness. However, there is only one direct estimate of strain from the MAR, and it may be quite variable along different portions of the ridge axis (e.g., Shaw, 1992).

**DISCUSSION**

Figure 4 shows a summary of the estimates of brittle deformation from both seismicity data and fault data for fast and slow spreading ridges. Plate separation at all spreading rates is clearly dominated by magmatic processes that create new crust, but a proportion of the total plate separation is accounted for by the formation of normal faults at the axis. According to these and previous calculations the contribution of faulting may be as much as 10-20% at slow spreading ridges and perhaps a factor of 2 lower (5-10%) at fast spreading ridges. There is, however, a much greater difference between the seismic activity associated with the faulting. Whereas the seismic moment release rate at slow spreading ridges appears to be similar to the brittle strain rate calculated from the fault population, at fast spreading ridges an upper estimate of the seismic moment release rate can only account for perhaps 1% of the strain represented by the faults.

Here we show that the fundamental variation in seismic activity with spreading rate of mid-ocean ridge normal faults can be explained by a model similar to that of Tse and Rice [1986], and discussed by Scholz [1988a], for the stability of frictional sliding on continental faults. This model is based on the idea that the part of the fault that can slip unstably and produce earthquakes is controlled by the position of frictional stability transitions and may be only a small part of the whole fault. The upper transition $T_u$ is the depth at which sliding first becomes unstable in the shallow part of the crust and has, in the past, been attributed to the stabilizing effects of low normal stress or pore fluid effects. The lower transition $T_l$ is where sliding can again occur by stable slip, by processes usually attributed to elevated temperatures and the onset of ductile deformation mechanisms.

The stability of frictional sliding depends on three factors, the first being the critical slip distance $l_c$, which is the distance two surfaces in contact must slide, upon a velocity perturbation, for friction to change from a static to a dynamic value. The second factor is defined by the difference between two empirical constants $(a - b)$, determined from laboratory friction experiments, which is the change in the steady state frictional resistance with sliding velocity. If the frictional resistance decreases with increasing velocity, then an instability occurs. If $(a - b)$ is positive, sliding is intrinsically stable; if $(a - b)$ is negative, sliding may be stable or unstable depending on the third factor, which is the stiffness of the sliding system. See Scholz [1990, p. 86] for discussion of this topic.

*Tse and Rice* [1986] showed that for continental strike-slip faults the lower stability transition $T_l$ is the depth at which $(a - b)$ changes from a negative to a positive value with increasing temperature. Therefore $T_l$ depends on the geothermal gradient, and it approximately coincides with the transition from predominantly brittle deformation in the upper crust to ductile flow at greater depths in the crust. From the thermal models of Lin and Parmentier [1989] we estimated a geothermal gradient in the fault generation zone by averaging the gradients calculated at distances of 1 km and 5 km from the axis. For a fast spreading ridge (100 mm/yr full spreading rate) the average geothermal gradient is approximately 200°C/km, whereas on a slow spreading ridge (20 mm/yr full spreading rate) the average geothermal gradient is approximately 100°C/km (see Figure 5). Although the exact relationship between $T_l$ and the brittle-ductile transition is not well defined, Wiens and Stein [1984] showed that according to a simple plate cooling model, seismicity in the oceans is confined to temperatures lower than approximately 600°C. Experimental data show that this temperature corresponds to the onset of ductile deformation in olivine [Goetze and Evans, 1979]. In this case, $T_l$ will occur at $\leq 3$ km in the fault generation zone at fast spreading ridges but at $\leq 6$-8 km in the fault generation zone at slow spreading ridges (see Figures 5 and 6).

The upper stability transition $T_u$ is less well understood. However, two more detailed explanations have been recently put forward. Using an elastic model for the contact between two rough surfaces, Scholz [1988b] showed that $l_c$ decreases with increasing normal stress and calculated that the transition to unstable sliding occurs above an effective normal stress of 30-40 MPa. Marone and Scholz [1988] showed experimentally that thick accumulations of poorly consolidated fault gouge exhibit intrinsically stable sliding, i.e., $(a - b)$ is positive. Unconsolidated fault gouge is usually best developed in the shallow portion of a fault zone and correlates with the amount of displacement on the fault [Robertson, 1982]. Bathymetric data indicate that fault scarps on slow spreading ridges can reach heights of 600-800 m or more, which is at least a factor of 3 larger than that observed on ridges with intermediate or fast spreading rates [Searle, 1984]. The difference in gouge development that could be inferred from this difference in fault displacement would imply that faults at slow spreading ridges have developed thicker

![FIG. 4. Summary diagram comparing the partitioning between magmatic activity (hatched pattern), aseismic fault strain (white), and seismic fault strain (shaded) during seafloor spreading at fast and slow spreading ridges. The seismic coupling $\chi$ is a measure of the ratio of seismic strain to total (seismic plus aseismic) brittle strain (see text for discussion).](image-url)
gouge and thus may be more likely to exhibit stable slip. As this is not observed to be the case we investigate instead the effect of normal stress as suggested by Scholz [1988b]. For extensional faulting the maximum principal stress is vertical and increases with depth in the crust according to $\sigma = \rho g z$, where $z$ is the thickness of the overburden of average density $\rho$, and $g$ is the acceleration due to gravity. If we assume Coulomb friction with a friction coefficient of 0.75 and a vertical stress increase of 28 MPa/km, then the increase in normal stress with depth in the fault generation zone is 12 MPa/km. Therefore for mid-ocean ridge faults, $T_u$ will occur at about 3 km (Figure 5). We assume here that the position of $T_u$, which depends on the stress regime, does not vary substantially with spreading rate.

According to this simple model, illustrated in Figure 6, $T_l$ will be coincident with $T_u$ on fast spreading ridges, but close to the ridge axis where the thermal gradient is higher than the average, $T_l$ will most likely be shallower than $T_u$. Therefore at fast spreading ridges, active faulting occurs in a region dominated by stable slip due to the high thermal gradient (Figure 6). In contrast, on slow spreading ridges there is only a narrow region very close to the axis itself in which $T_l$ is shallower than $T_u$. As the fault generation zone has finite width, faulting on slow spreading ridges may continue into the region where $T_l$ is deeper than $T_u$, and in fact $T_l$ and $T_u$ may be quite well separated (Figure 6).

The seismic coupling of oceanic faults $\chi$ can be defined by the ratio of the seismic width of the fault, $W_s$, to the total down dip width of the fault, $W_f$. The width $W_s$ is controlled by the positions of $T_u$ and $T_l$, i.e.,

$$W_s = \frac{T_l - T_u}{\sin (\beta)} \quad T_l > T_u$$

$$W_s = 0 \quad \text{otherwise.} \quad (11)$$

At fast spreading rates where $T_l$ is at the same depth or shallower than $T_u$, $W_s$ is zero so that $\chi$ equals zero. Although the model described above predicts that $W_s$ is always smaller than $W_f$, independent of spreading rate, once an earthquake has nucleated, it can rupture the whole fault. This is because the rupture can propagate through the frictional stability transitions, although they will inhibit the propagation. Solomon et al. [1988] found that the centroid depth of earthquakes on slow spreading ridges is at about 6 km which is approximately the depth of $T_l$ between about 1 km and 5 km from the axis. The maximum depth of seismic rupture is probably about twice the centroid depth. Therefore at slow spreading rates the effective seismic width $W_s$, at least for the largest earthquakes, may be comparable to $W_f$.

The model derived above provides a simple first-order explanation for the observed variation in seismic activity as a function of spreading rate. Hydrothermal circulation at mid-ocean ridges, which often utilizes faults as conduits, may also influence the seismic activity and should be considered. Reinen et al. [1991] have found that serpentine, a weathering product of basalt, is characterized by stable frictional sliding ((a - b) positive) over a range of confining pressures for slow loading rates typical of plate motion velocities. These workers conclude that serpentine should not be the site of instability initiation although propagation of unstable slip initiated on another portion of the fault may be permitted. The flux of fluids and thus hydrous alteration of fault zone materials is probably affected by fault activity, i.e., slip rate. The slip rate on Holocene and Quaternary faults in the slow spreading Asal Rift, Djibouti, measured by Stein et al. [1991], is of the order of 1-2 mm/yr. By measuring the width of acoustic shadows in SeaMARC I side scan images collected along the EPR axis near 12°N we have estimated a maximum scarp height of about 120 m for a fault at a distance of 1 km from the axis (see Crane [1987] for a description of the original data set). If we assume a dip of 45°, this fault has had an average slip rate of about 8 mm/yr, assuming that it started to form right at the

---

**FIG. 5.** Frictional stability model for mid-ocean ridge faults. (a) Resolved normal stress as a function of depth in the crust for normal faults in the fault generation zone assuming Coulomb friction, hydrostatic pore pressures, a vertical stress of 28 MPa/km, and a friction coefficient equal to 0.75. (b and c) Temperature profiles for a fast (100 mm/yr full spreading rate) and a slow (20 mm/yr full spreading rate) ridge, respectively, based on the average thermal structure near the ridge axis [after Lin and Parmentier, 1989]. (d) Regions of stable and unstable frictional behavior on an active fault at the two different spreading rates. $T_u$ and $T_l$ are the frictional stability transitions controlled by the mean normal stress and the thermal gradient, respectively.
axis and was still active when it was imaged. Even if we assume the fault to be vertical at the surface the slip rate would have been 6 mm/yr which is 3-6 times higher than in Asal. It seems reasonable to conclude that fault slip rate (as opposed to accumulated fault displacement) and the thermal structure at the axis may be the important factors determining the seismic characteristics of oceanic faults.

CONCLUSIONS

Using side scan sonar and bathymetric data from the flanks of the EPR at 13°-15°N and near 3°S we have calculated that of the order of 5-10% (with a possible range from 3 to 15%) of the total plate separation rate is achieved by brittle extension of the oceanic crust at the rise axis. The contribution of brittle deformation to seafloor spreading appears to be negatively correlated with spreading rate. Specifically, we calculate that for spreading rates greater than 150 mm/yr, the fault strain $\varepsilon_{xx} \approx 3-9\%$, which is consistent with estimates from independent studies. For spreading rates of about 100 mm/yr we find that $\varepsilon_{xx} \approx 5-15\%$. The only direct estimate of fault strain from the MAR, where the spreading rate is 20 mm/yr, is in the range 11 to 20%. This estimate from the MAR is comparable to calculations of brittle deformation from the seismic moment released during normal faulting earthquakes at the ridge axis. Seismic coupling, which is defined as the ratio of seismic to aseismic slip occurring on a fault, appears therefore to be about 100% on the MAR. In contrast, even if the detection limitations of central Pacific earthquakes are taken into consideration, we calculate that only about 1% of the fault strain on the EPR can be accounted for by seismicity. Therefore the seismic coupling of normal faults on the EPR is virtually zero. The discrepancy between the observed fault strain and the seismicity along the spreading centers of the EPR is explained by a model in which faults at fast spreading ridges slip stably, rather than in a stick-slip fashion, due to the high geothermal gradient. An additional factor may be the flux of hydrothermal fluids along mid-ocean ridge faults, which generates alteration products shown to exhibit intrinsically stable sliding in friction experiments. If fluid flux is controlled by fault activity and thus slip rate, hydrothermal effects may be enhanced at fast spreading ridges where fault slip rates appear to be unusually high.

The results presented here indicate that there are marked differences in the seismic coupling of normal faults forming at mid-ocean ridges with extremes in spreading rate. It remains to be demonstrated how seismic coupling varies gradually over the observed range of slow, intermediate, and fast spreading rates. The next step toward this ultimate goal is a more comprehensive calculation of fault strain at slow spreading ridges than has previously been done. The effect of along-axis variations in fault development, as documented by Shaw [1992], should also be examined. Given that large-magnitude earthquakes do occur on the MAR and that the station control is this area is better than for the central Pacific, a detailed comparison of seismicity and faulting should be possible. In this way, we may be able to establish whether some of the faulting is aseismic even at low spreading rates.
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